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Purpose

The purpose of this document is to attempt to give the new user of WinRunner Software Automation Support (WRSAFS) the skills needed to find why a test failed in simple and methodically steps. This is probably the most difficult part of this set of documentation since much of what I do to run down what has happened comes from many years of experience in working with many different kinds of applications and my intimate knowledge of the code.

Application Problems

When automating a program, unless your shop has programmers that write perfect code; you are going to almost inevitably see some kind of failure or crash. Of course I know in your shop, the programmers there do write perfect code, if you don’t believe me; go and ask them. 

Knowing what to do next is as numerous as the number of applications that you are working with. You must first and foremost follow a specific set of steps when you are trying to find out what happened, and there are only a finite number of things that could have happened. 

Generally, when you have a problem, it is related to the last successful step that occurred. If you go back to this step and follow each and every step up to the point when your scripts stopped working, you will find the problem. You have to be open for the unexpected though, and you may have to do it more than once to really catch what has happened. You may even want to see it happen again after you see it once, and possibly on a different machine.

It is important when reproducing an application problem that you do EXACTLY what your scripts say to do and nothing more. This will help you discover if the script is the problem. Remember that the WRSAFS can do things that you can not do manually because it uses operating system commands to accomplish some of it’s task. With that being said, you want to make sure that you follow the steps in the script.

Some of the most common problems in a test run are as outlined in Table 1 following the recommended steps will most times help you to determine if this is really the case.

Table 1

	Cause
	Steps to Take

	A bunch of failures were found in the log
	Go back to the last few successful steps and manually follow your test. You will likely find that a screen that you didn’t count on came up or that something in your application has changed that you didn’t know about. If the latter, changes to the application map file may be necessary.

	The script appears to have frozen
	Click on Winrunner and see if there is an error message. This has several causes, either a bad entry in the map file has caused object recognition to fail or some change in the application has causes a failure. On rare occasions you will find errors in the scripts that may cause you to have to step through the script, but at this point this is very rare.

	My test application is gone!!! 
	Only one thing can cause this if your test did not complete. A critical error has occurred in your application. You should restart the application and go to the most recent successful test and start execution exactly as it is in your test table. You will find a show stopper for sure and add another feather in your cap.

	My log file is not coming up. Where are my results
	This may occasionally happen if the test have ended prematurely. That is the reason that several copies of the log file have been made during the test run in several different formats. As the test runs you will find a console screen that outputs general test results. You will also find in the Datapool\Logs directory a log file for each test run that has your results in it. Other possibilities for a log file have been coded and if turned on may be in this logs folder as well. 

Opening the Main test you used to kick off the scripts and clicking on the Test Results icon will show you a detailed list of all the test runs.

	My scripts are not running, I have coded them but when I run the scripts, a window just comes up with a bunch of counts and zeros in it.
	Your scripts are not being found, there is a line in the startup script that tells the engine where to find your Datapool directory, everything depends on this directory being found and when it is not, your scripts will not run. Changing the line to the correct path to the Datapool directory will make it work. Remember that in Winrunner you must escape the slash in the path so you will type something that looks like “C:\\Datapool” with 2 slashes instead of one.


